**Using the Semantic Priming Project to Understand Variability in Priming**

**Variable List Handout**

Dependent variables:

* Example first associate: below – above
* Example other associate: upstairs – above

Independent variables:

* Lexical Variables: variables with T indicate Target variable, P indicate Prime variable
  + Word Frequency – Log frequency value from the English Subtitle Norms
  + Length – number of characters in a word
  + Orthographic Neighborhood – number of words that can be made from changing one letter of the word
  + Phonographic Neighborhood – number of words that can be made from changing one sound of the word
  + Part of Speech (Noun, Verb, Other) – each part of speech was compared against nouns
* Association Variables
  + Small World of Words Forward Strength (FSG) – the probability of the target word given the prime word. These values were taken from the three response options available from SWOW.
  + Pointwise mutual information Forward Strength (PMI) – PMI is the probability of prime and target given the individual probabilities of prime and target from SWOW.
  + Cue Set Size (FSG.SS) – number of responses for a given prime word in SWOW, or how many FSG values a word has.
  + Response Set Size (FAN.SS) – number of cues for a given target word in SWOW, or how many times a target word was used in response to a cue.
* Semantic Variables
  + Cosine – the cosine value between prime and target feature set lists (akin to a correlation or the feature overlap between lists) from the Buchanan et al. norms.
  + Pointwise mutual information cosine – PMI for cosine values.
  + Feature Set Size (FSS) – Number of features for a prime or target word from a feature production task.
  + Cosine Set Size (CSS) – Number of cosine values for the prime and target words (separately). These values are the same going in and out (unlike FSG above).
* Thematic Variables
  + Distance – Cosine value taken from a continuous bag of words model provided by Mandera et al. as part of SNAUT.
  + Latent Semantic Analysis – cosine value based on LSA English 300 vectors as provided in SPP.
  + Pointwise mutual information Beagle – PMI values from Beagle model as provided in SPP.
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